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ABSTRACT
Current workflow on co-editing and simultaneous presentation of
3-D shapes is confined to on-screen manipulation, which causes
loss of perceived information when presenting perceptual concepts
or complex shapes between members. Thus, we create TeleSHift,
a 3-D tangible user interface (TUI) with a telexisting communica-
tion framework for group-based collaboration and demonstration.
In this work, we present a larger-scaled proof-of-concept proto-
type providing hands-on operation for shape-based interactions
including multi-sided collaboration and one-to-many presentation.
In contrast to previous works, we further extend the use of TUIs
to support cooperative tasks with telexistence while enabling the
linkage of manipulable bits to provide a better user experience and
interactivity.

CCS CONCEPTS
• Human-centered computing → Interaction devices; Collab-
orative and social computing devices.
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1 INTRODUCTION
Tangible User Interfaces (TUIs) enable humans to perceive spatial
information more intuitively. Ever since its introduction, its appli-
cations have extended from simple static model-presenting tasks to
providing touch-based feedback with a degree of interactivity. Even
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so, we consider that its applications have not been thoroughly ex-
plored and see the potential of TUIs in supporting the collaboration
of physical prototyping and dimensional presentation.

When it comes to presenting 3-D shapes and structures with
2-D interfaces, especially during simultaneous editing, perceptual
loss of accessed information would inevitably occur. The concept of
telexistence is to make two separated objects in different physical
spaces to sense co-presence via interaction. On top of that, we pro-
posed a 3-D TUI to achieve more realistic feedback and thorough
perception, while enhancing interaction experience on both di-
mensional information knowing and object-initiated interpersonal
exchanges.

This work contributes by exploring the use of TUIs in physically
manipulating and presenting 3-D shapes while also creating a func-
tional, larger-scaled proof-of-concept prototype with telexisting
abilities to provide parallel display and simultaneous altering of
shape-based information for multi-sided physical collaboration.

2 RELATEDWORKS
Our work focuses on demonstrating cooperation and mutual know-
ing of dimensional modeling in different physical spaces with a
programmable, shape-shifting TUI. Aside from exploring digital
telexisting[5] frameworks for physical-to-physical interactions[3,
4], we focus on providing a better experience in physical modeling.

Bit-Scaled Operations in Tangible Interfaces: The concept
of Tangible Bits[1] was incorporated to create more immersive inter-
faces with controllable small scaled bits to create a larger experience.
Approaches to this concept include Materiable[2], rendering mate-
rial properties with bit-sized manipulation via physical simulation
with a large tabletop interface. Works in this scope focus solely
on the interactive interpretation of intended information, and this
work aims to utilize such techniques into supporting collaborative
physical modeling tasks.

Interactivity in Physical Modelling: We see a gap within the
scope of previous works regarding hands-on control of dimensions
as manipulable area and methods of physical design is being limited,
while only a handful of designated usages could be performed with
its confined interaction methods, such as NURBSforms[6] enables
prototyping of curved surfaces with a magnetically actuated inter-
face with the ability to record and load previously saved dimensions.
Thus, in this work, we focus on exploring hands-on prototyping or
presenting hardware for any 3-D shape on any scale.

This work aims to initiate an approach to extending such con-
cepts into cooperation tasks, creating controllable self-deforming
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Figure 1: The storyboard illustrating the concept of TeleSHift
along with our proof-of-concept prototype presented on the
top left.

objects with the ability to connect with each other for a larger scale
of interactivity while implementing a telexistence framework for
collaboration in separate physical spaces.

3 IMPLEMENTATION
We present TeleSHift, which is a structure created by Telexisting
shape-shifting substructures and used as a TUI. Our implementa-
tion of the substructure is constructed to have six extension arms
able to perform 1-dimensional extend-interact movements. The
arms, which consist of motorized slide potentiometers fixed onto
the aluminum ridges, are each separated by 90 degrees to present
deformation on the positive and negative of the x- y- and z-axes.
Furthermore, the extending arms are also used to connect with
other substructures by magnets for swarming to shape-shift on a
larger scale, creating TeleSHifts. The substructures’ control and
communication are propelled with ESP32 and can exchange data
with Google Realtime Firebase to update its current status including
dimensions and jointing states, or fetch data to enable shape recov-
ery and achieve synchronization with other connected TeleSHifts
in different physical spaces.

The TeleSHift storyboard along with its larger-scaled proof-of-
concept hardware interpretation is presented in Fig. 1.

4 PROPOSING SCENARIOS
4.1 Into Prototype Collaboration
TeleSHift enables physical collaboration on editing the same 3-D
structure in separate spaces effectively, breaking space restrictions
and creating real-time interaction for consensus reaching on physi-
cal dimensions: When a group of designers physically in different
spaces are working together on the creation of an ergonomic mouse,
a common workflow would rely on 2-D interfaces of computer-
aided design tools. However, a loss of perceived information, es-
pecially when collaborating simultaneously, would occur when
presenting perceptual concepts or complex shapes between mem-
bers. With TeleSHift, the designers can now work on the mouse’s
prototype at the same time: Not only could they present the defor-
mation of the created shape, but parallel knowing and simultaneous
shape-shifting can also be achieved when one manually modifies
their TeleSHift by presenting the same deformation status on the
others simultaneously, and vice versa.

4.2 Into Dimensional Teaching
TeleSHift also provides specific functionalities such as single-sided
presentation, one-to-many demonstration, or saving shape-shift
dimensions. An instance needing such requirements would be when
a teacher wants to teach about the basic structure of a chair to
several students and asks them to create their own design with
some high-cost material.

The teacher can manually demonstrate the shaping process with
TeleSHift, while students can watch and learn about the structural
change with their own TeleSHifts at the same time. Moreover, stu-
dents’ manipulation of their devices would not affect both the other
students and the teacher, which allows students to come up with
their creations. On the other hand, students can store the deforma-
tion status during their design at any time. When an undo process
is required, they can return to the specific shape and redesign the
chair. With TeleSHift as a substitute for expensive or raw materials,
students can constantly reshape their objects, thus reducing cost
and mitigating the waste of materials.

5 FUTUREWORK
The concept of TeleSHift is to enable two-staged shape-shifting for
the presentation of any physical shapes at the users’ discretion. This
is achieved by substructure-to-substructure connection positioning
for larger scale changes and self-deformation of the substructures
to create smaller scale alterations.

In the future, we would like to work on scaling down the pro-
totype and mass producing the substructures to take TeleSHift to
its full potential. Also, as our current design only incorporates 6
extending arms to represent the axes in 3-D space, to add on more
such structures would be worked on to provide a higher resolution
of shape presentation.
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